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The Acoustically Emotion-aware Conversational
Agent with Speech Emotion Recognition and
Empathetic Responses
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Abstract—Emotion is important for the conversational user interface. In prior research, conversational agents (CAs) employ natural
language process techniques to create affective interaction based on text. However, the use of acoustic features of speech for
voice-based CAs is under exploration. This work presents an acoustically emotion-aware CA that enables speech emotion recognition
and stylizes responses with empathetic feedback and interjections. We conducted a user study in which 75 participants interacted with
the CA under emotion stimulating to evaluate their perceived emotional intelligence (PEI). Our results show that the acoustically
emotion-awareness increased the participants’ PEI of the CA, and empathetic responses from the CA helped alleviate some
participants’ negative emotions. Our work provides implications for designing future CAs with better PEI.

Index Terms—Human-centered computing, emotion in human-computer interaction, influencing human emotional states, intelligent

agents

1 INTRODUCTION

ONVERSATIONAL agents (CAs) are recently popular in
Cvarious applications such as personal fashion coun-
seling [1], survey [2], [3], education [4], [5] and mental
health [6], [7], [8], [9]. Thus, the emotional intelligence of
CAs has become a popular research topic [10], [11], [12].
The original psychological definition of emotional intelli-
gence (EI) involves human’s ability to appraise and express
emotions, regulate emotions, and utilize emotions [13]. In
the context of Human-Computer Interaction, the perceived
emotional intelligence (PEI) of a CA is evaluated based on
the CA’s ability to perceive user emotions (e.g., detecting
and deciphering emotions from words and voice), use user
emotions (e.g., leveraging the emotions to support cognitive
tasks), understand emotions (e.g., comprehending emotions
and knowing their triggers), and manage the emotions (e.g.,
regulating emotions) [11], [14]. It is also suggested that
improving the PEI of CAs has manifold benefits, including
but not limited to: enriching interpersonal relationships,
increasing engagement, and enhancing user experience [12].

Conversational text is available for both text-based and
voice-based CAs to enable PEI Sentiment analysis of text
is often applied to detect and understand users” emotions
from their text input [15], [16] and to help users regulate
emotions [17]. Text sequence-to-sequence models [18], [19]
are also applied to help CAs generate emotionally appropri-
ate responses by taking tone information into account [18].
Different chatting styles are further designed to improve
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users’ PEIL, e.g., a self-disclosing chatbot was found to
improve people’s perceived intimacy [20]. Besides textual
content in speech, acoustic signals contain rich emotional
information [21], [22]. Thus, compared to text-based CAs,
voice-based CAs can explore more possibilities of emo-
tional interactions via acoustic signals. For example, several
speech emotion recognition (SER) algorithms are developed
to detect users” emotions from acoustical cues, by labeling a
voice input as a specific emotional category, e.g., happy, sad,
or angry [23], [24], [25], or by predicting the valence and
arousal of a voice input [26]. To respond to users’ emotions,
voice-based CAs have been relying on users’ self-reported
emotions [27] or conversational states such as “standby”
or “listening” [28]. In human-human conversations, people
show empathy-the ability to comprehend others’ feelings
and to re-experience them oneself-using emotive interjec-
tions (e.g., “WoW!”) [29], [30]. Similarly, by inserting inter-
jections and fillers in part of its utterances for conversational
contexts like “to change the topic”, the CAs are found to
receive higher user ratings [31]. However, prior research has
not systematically evaluated the effectiveness of leveraging
SER and interjections to generate empathetic responses in
improving the PEI of CAs.

Therefore, in this paper, we proposed the acoustically
emotion-aware CA that combines the speech emotion recog-
nition and the empathetic responses, i.e., the SER-enabled
empathetic responses. Specifically, we embedded speech emo-
tion recognition (SER) [23] in the design to better perceive
user emotions, and we emotionalized the CA’s responses
by using interjections and empathetic feedback including
praising, distracting, and reappraising to create a sense of
empathy. Our previous work [32] evaluated people’s PEI
of the emotionally aware CA as bystanders by observing
the video clips. Focusing on evaluating the proposed acous-
tically emotion-aware CA when the participant actually
converses with the CA, we designed a new experiment.
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We conducted a user study with 75 participants to evaluate
the PEI of the CA by providing different chatting styles.
During the experiment, the participants interacted with the
CA when playing a computer game, which was designed to
adjust the game’s level of difficulty over time such that the
CA could respond accordingly, e.g., speaking with empathy
when detecting the participants’ negative emotions and cel-
ebrating the participants’ accomplishment when they were
happy for finishing the game successfully.

This work made the following contributions. First, we
explored the possibility of embedding speech emotion
recognition (SER) into the design of a voice-based conver-
sational agent (CA) and evaluated it. Our work provided
empirical evidence that the PEI of a CA was influenced
by how it responded to different emotional contexts. For
example, when induced a positive emotion, the participants
reported a higher PEI when the CA inserted empathetic
interjections into their responses; however, when having a
negative emotion, the participants reported a higher PEI
when the CA supported reappraisal and distraction. Second,
we examined the effects of people interacting with a CA
with emotional intelligence on their emotion regulation.
More specifically, chatting with the acoustically emotion-
aware CA helped participants alleviate their negative feel-
ings when playing a computer game. Third, our work
contributed both design and practical implications for im-
proving interaction with voice-based CAs.

2 RELATED WORK

This section will first provide an overview of emotion-aware
conversational agents (CAs). We highlight the importance of
improving the perceived emotional intelligence (PEI) of CAs
and briefly address the relevant works for both text-based
and audio-based CAs. We then focus on presenting two ma-
jor types of research: 1) speech emotion recognition (SER) for
identifying emotions, and 2) emotion response generation
for CAs to reply to users with emotional intelligence. We
also present two research methods for evaluating people’s
perceived emotional intelligence of CAs. Finally, we propose
our research questions.

2.1 Enabling Conversational Agents with Emotional In-
telligence

R. W. Picard drew on affective computing in 1997, which
appealed to the importance of the ability for computers to
“have emotions” [33]. The Media Equation suggests that we
tend to treat computers like real people and interact with
computers socially, which means emotional communication
matters in human and computer interaction [34]. The forms
of computers have long changed, in that ubiquitous comput-
ing devices, especially mobile phones with conversational
agents embedded, are becoming a trend. Conversational
agents today have more social characteristics than com-
puters in the 1990s [12], [35]. The importance of affective
experience with CAs has been argued [36]. Ma et al. adapted
the emotional intelligence model of psychology to human-
agent interaction as perceived emotional intelligence, which
entails perceiving, using, understanding, and managing
emotions, providing a reference for evaluating how the
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user perceives the emotional intelligence of conversational
agents [14], [37].

CAs with emotional intelligence play an important role
in various scenarios such as education [4], [5] and mental
health [6], [7], [8], [9]. For example, previous conversational
agents for mental health [6], [7], [8], [9], either arranged
emotion self-reporting or used sentiment analysis of the
conversation text to address users’ emotions. For text-based
CAs, sentiment analysis is often applied. For example, based
on a deep learning model, a conversational agent [18] can
identify eight primary tones from the input text of cus-
tomers, including empathetic, passionate, satisfied, polite,
impolite, sad, frustrated, and anxious tones. Agents are
usually embedded with machine learning models to detect
users’ emotions from text input [9], [17], [18]. Acoustic sig-
nals contain rich emotional information [21], [22]. Thus, to
build a voice-based CA with emotional intelligence, SER is
considered for emotion perceiving. In the following section,
we will focus on reviewing SER technologies.

2.2 Recognizing Emotion in Speech

Databases, features, and classifiers are essential for SER
[38]. Two major types of databases are classified by the
type of emotion generation: simulated and natural emotion
[38]. Actors and actresses act out the emotions in scripts or
improvise to create utterances for simulated databases [39],
[40], [41], [42]. The other type, such as Voxceleb, collected the
emotional utterances from subjects in natural situations [43],
[44]. Spectral and prosodic features such as MFCCs (mel-
frequency cepstral coefficients) are frequently used [26],
[45], [46]. As for classifiers, SVM was the choice in some
early works [46], [47]. Neural networks, including the con-
volutional neural network (CNN) and the long short-term
memory recurrent neural network (LSTM-RNN), are more
effective for emotion recognition [23], [24], [26]. Only with
SER, the CA cannot perform emotional intelligence, because
the user receives no signal that the CA can perceive or
express any emotions nor affect others” emotions. Therefore,
CAs need to generate appropriate responses to address
users’ emotions to improve the PEL In the next section, we
will review technologies developed to respond to users with
emotional sensitiveness.

2.3 CAs’ Emotional Responses and Empathy

Generating response text with emotions to the user is a
direct and effective approach. To generate a response with
an appropriate emotion, Zhou, et al. and Song, et al. built
emotional chatting machines with sequence-to-sequence
models [19], [48]. By learning many pairs of requests and
responses from natural corpus databases, the emotional
chatting machines can generate a response with a possible
emotion. The CA used polite responses to deal with the
recognized user emotions [49]. Ma, et al. implemented a
CA with two alternative response styles, dominant or sub-
missive, to deal with verbal abuse from the user [14]. Em-
pathy is considered the key point to connecting emotional
appraisal and expression [13]. CAs that respond with em-
pathetic utterances achieve better user satisfaction and en-
gagement [50]. Participants in a previous study regarded the
perceived empathy of the therapist chatbots as the best thing
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of the experience [7]. In learning scenarios, previous works
indicated that virtual agents performing empathy help stu-
dents relieve emotions of fear and persist in learning, and
get more perceptions of presence [27], [51]. The empathic
CA also has potential in mental health applications [52],
[53]. To better explore the effects of CA’s empathic responses
to emotions on PEI in a user study, we implemented our
proposed emotion-aware CA with practical approaches to
response generation as follows. First, computer praise can
be used to deal with positive emotions since it effectively
improves user motivation and engagement [54], [55]. Then,
to deal with negative emotions, two typical emotion reg-
ulation strategies of human are referenced: distraction and
reappraisal [56], [57], [58], [59]. Consequently, guiding the
user to distract from the negative feelings or reappraise
negative stimuli can also help create empathetic CA con-
versations. Meanwhile, nonverbal cues are also considered
in this work. No matter in which language, people express
feelings and empathy with emotive interjections [29]. For
conversational CAs, using interjections in responses to ex-
press emotions can provoke empathy [31], [60]. Therefore,
we choose interjections as the nonverbal cues for emotional
expression in this work. Moreover, we utilize SER to select
appropriate interjections. Here, we define interjections as
short nonverbal words or expressions that express a spon-
taneous feeling, e.g., an exclamation (wow!) or hesitation
(um). Since open resources of mature emotional speech
synthesis in Chinese are still unavailable, we exclude other
manipulations of speech synthesis, such as pitch, prosody,
and speed. This work focuses on acoustic cues, so we ex-
clude emotional expression approaches in other modalities,
e.g., facial expression and gestures [11], [61].

2.4 Evaluating the Perceived Emotional Intelligence
(PEIl) of CAs

In prior research, people have been asked to evaluate their
perceived emotional intelligence of CAs as bystanders [14],
[32]. For example, in a pilot study [14], researchers found it
difficult to ask people to interact with a CA in a particular
way. Especially if it is a new kind of interaction, people
feel artificial and have difficulty immersing themselves in
the scenarios. Therefore, they conducted a one-on-one video
study with online questionnaires for the actual experiment.
The subjects, as bystanders, perceived the emotional intelli-
gence of the CAs in the video. However, an earlier experi-
ment on socialbots [31] suggests that the role of the rater (as
a bystander or as an active participant) is an important fac-
tor in assessing social dialogue. When people are immersed
in a specific emotional state, their perception, attention,
memory, and executive functions would be affected [62].
For instance, a previous study demonstrated the influence
of a sad mood on memory in terms of emotional words
and facial emotion recognition [62]. To better understand
the effect of our design, we designed the experiment where
the participant actively interacted with the acoustically
emotion-aware CA.

The above literature review suggests that SER technolo-
gies for identifying emotions and technologies for respond-
ing with empathy are promising to improve the PEI of a
CA. However, to the best of our knowledge, they have been
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investigated separately. Little is known about the effect of in-
tegrating them on people’s perceived emotional intelligence
of a CA, especially when people directly interact with the
CA. In this work, we investigate the effectiveness of the
CA integrating SER and empathetic response generation
based on a lab study in which participants interact with
the CA actually. To gain a deeper understanding, we also
conduct a semi-constructed interview based on the user’s
experiences interacting with the acoustically emotion-aware
CA. In particular, we propose the following RQs:

RQ1:How will SER-enabled empathetic responses affect par-
ticipants perceiving a voice-based conversational agent’s emo-
tional intelligence?

RQ2:What is the effect of interacting with a voice-based
conversational agent that provides SER-enabled empathetic re-
sponses?

3 THE DESIGN OF THE ACOUSTICALLY EMOTION-
AWARE CONVERSATIONAL AGENT

In this section, we present the design of the conversa-
tional agent that can perceive and empathetically respond
to a user’s emotion in speech. We combined speech emo-
tion recognition and strategy-based response generation,
namely, the SER-enabled empathetic responses.

3.1 The SER-enabled Empathetic Responses

In the user study of this work, the user emotion was
natural instead of acted out. Therefore, we employed the
convolutional neural network [23] for SER and trained the
model with Voxceleb [44] in this work. The model was
widely applied and proved effective in classifying a speech
segment as a discrete emotion label, such as happy. The
SER component in this study had the same structure as
the student network (a 12-layer CNN) proposed in [23],
the input of which was the vectorized short-term amplitude
spectrogram extracted from four-second segments of raw
speech audio.

The original SER model output a vector with five di-
mensions representing the confidence (from 0 to 1) of five
emotion types. We reconfigured the SER to classify the
speech as positive, negative, or neutral. Thus, the response
generation script would not be too complicated. To spec-
ify, we firstly defined the mapping from discrete emotion
label to a two-dimension valence-arousal coordinate, such
as happy=(1,1), neutral=(0,0), sad=(-1,-1), surprise=(0,1) and
angry=(-1,1). Then, the five coordinates were averaged as
one with the previously output confidence of five emotion
types as weights. Based on the averaged coordinate, the SER
component applied the rule shown in Fig. 1 to output a final
result of positive, negative, or neutral.

As Fig. 2 shows, the overall CA system in this study was
rule-based. A dialogue manager retrieved responses from
the database according to the context and the SER output.
In this way, we could easily control the conversations and
better investigate the effectiveness of the SER-enabled em-
pathetic responses. After recognizing the user’s emotional
state with the SER component, the CA applied the empa-
thetic strategy to react to the recognized emotion, replying
with positive emotion when recognizing positive or with
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Fig. 1. The SER component applied the rule to convert the two-
dimension valence-arousal coordinate into positive, negative, or neutral.
The area of neutral was set small to make the SER more sensitive.

negative emotion when recognizing negative. We developed
two response approaches: (1) inserting a short interjection in
the original response content and (2) replacing the original
neutral response content with empathetic content.

The two approaches can be applied simultaneously or
individually, as the example shown in Table 2. All the
responses were stored in a database, and the CA retrieved
responses from it according to the recognized emotion. For
example, when assisting the user in math tasks and receiv-
ing the user’s speech “Next one...”, the CA is supposed
to respond neutrally with “OK” and continue the tasks.
However, the speech emotion recognition outputs a nega-
tive result. Thus, the CA inserts the interjection “Hmm...” in
the beginning to show its awareness of the user’s negative
feelings or/and gives empathetic feedback “You're doing
great!” to help the user regulate emotion.

3.1.1 With Interjections

According to the semantic meaning of the user’s speech, the
CA retrieves an initial neutral response from the database.
If the SER outputs positive, the CA inserts a positive inter-
jection at the beginning, e.g., “Ha-ha”; if negative, an in-
terjection of hesitation, e.g., “Hmm...”. The CA reciprocates
the user’s emotion by expressing the same emotion because
mimicry is a way for humans to express empathy [63],
[64]. In this study, we pre-wrote responses with appropriate
interjections in the database for the CA to retrieve.

3.1.2 Empathetic Feedback

For the empathetic feedback, three strategies are considered.
When the user performs well and feels positive, praising im-
proves engagement and helps the user persist in tasks [54],
[55]. Sometimes, when the user is frustrated, two strategies
are available to help the user regulate emotion: distracting
from the current task and reappraising the negative stimuli
to guide the user to a more positive emotional state [56], [57],
[58], [59]. Same as above, we pre-wrote responses according
to the strategies in the database for the CA to retrieve.

4 METHOD

Prior work conducted video studies where participants
observed human-agent conversations [14], [32]. However,
the emotional state of the active participants affects cogni-
tion [62] and is suggested to influence their evaluation of
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TABLE 1
One CA responses neutrally and three CAs use different empathetic
response strategies: With Interjections (WI), Empathetic Feedback
(EF), and With Interjections + Empathetic Feedback (W/+EF).

CA SER Response Strategy

Condi-

tions

Control ~ Without Default Response

SER

WI With SER Default Response + Interjections
(e.g., “wow”, “ha-ha”, “um...”)

EF With SER Default Response + Empathetic Feedback
(praising, distraction and reappraisal)

WI+EF With SER Default Response + Interjections + Empa-

thetic Feedback

the CA [31]. To further explore the experience of conversing
with the CA as active participants, we designed this experi-
ment.

We install the CA in the lab for participants to interact
with (RQ1). It takes approximately 25 minutes to complete
the user study. Meanwhile, to discover the effect of inter-
acting with a CA with SER-enabled empathetic responses
(RQ2), we focus on examining two aspects: perceived emo-
tional intelligence improvement and emotion regulation
support. A semi-constructed interview based on the expe-
riences of interacting with the CA in the lab is conducted to
understand people’s preferences for the emotionally intelli-
gent CA.

Since we need to track how active participation in real
conversations and emotional states affected PEIL Therefore,
instead of asking participants to act out a certain emotion,
we invited them to play a game that elicits various negative
and positive emotions. Similar to the emotional inducement
in early HCI studies [65], [66], [67], the configurable diffi-
culty of this game was the emotion stimulation. Specifically,
increasing the difficulty induces negative emotions, and
lowering it induces positive emotions. The CA intervened
in the participant’s emotions by chitchatting each time mis-
takes were made in the game. It was motivated by real-
world scenarios where conversational agents are designed
to provide real-time support for people when doing online
learning or taking exams. The participant rated the PEI of
the CA according to the interaction experience. Participants
were grouped into different CA conditions. Thus, the study
was a between-subject design. To avoid practice effects, each
participant completes the game only once.

4.1 Conversational Agent Settings

To compare different CA designs in PEI, we implemented
CAs in four conditions (see Table 1). Three CAs use different
empathetic response strategies: With Interjections (WI), Em-
pathetic Feedback (EF), and With Interjections + Empathetic
Feedback (WI+EF), while the control CA only provides
neutral responses. For emotion perceiving, WI, EF, and
WI+EF enable the SER to recognize user emotion in speech
while the control condition doesn’t detect any emotional
signals. For emotion expressing, the control condition only
generates default neutral responses; WI inserts emotional
interjections at the beginning of the responses; EF applies
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Fig. 2. The framework of the acoustically emotion-aware CA. The CA recognizes the user’s emotional state (positive, negative, or neutral) from the
speech. Based on the empathetic strategy, the CA uses empathetic feedback and interjections that express similar emotions to generate empathetic

responses.

empathetic feedback; WI+EF combines both strategies of
WI and EF. During the study, the group information was
hidden from participants so that participants could only
infer the characteristics of the CAs based on the presented
interaction.

4.2 The Game Of Emotion Elicitation: The Keypad of
Errors

Figure 3 (a) shows the user interface of the game. Partici-
pants are asked to accomplish calculation tasks presented in
the task field. The calculation is so difficult that the partici-
pant has to ask the CA for answers. No matter which CA is
assigned, participants are informed it is named “Anna”, and
the interface is shown in Figure 3 (b). Given the answer by
Anna, the participant entered it through a numeric keypad
with 10 number buttons, a delete button and a submit
button “Go!”. However, the numeric keypad was configured
as full of errors. Sometimes it entered a random number into
the answer field instead of the expected one, and sometimes
the button did not work. It made the game difficult to
play. This method was inspired by the deliberately slow
computer-game-interface [65] and the Pacman game with
randomly missed key presses [67]. In order to increase
participants” mental load, a time limitation was set, and the
counting down timer was under the keypad.

Besides providing answers to calculation tasks, Anna
helped alleviate the participant’s negative emotions by
chitchats. Each time the participant submitted a wrong an-
swer (caused by the “broken” keypad) or consumed all the
given time, Anna intervened and asked questions about the
participant’s feelings about the game. Anna gave different
feedback based on the participant’s answers and emotional
states. For example, “Did you find the task difficult?” Anna
asked. “Yes, it was a little bit hard. (Positive)” the user
said. “Oh, but you sound very confident!” Anna replied.
Please note that the chitchats were implemented based on
a script with 12 questions (see supplementary materials).
We started with simple questions as we wanted to focus
on evaluating participants’ responses under different CA
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(a) User interface of the frustrating game (b) Anna interface

Fig. 3. (a) is the game’s interface, which consists of the task field, a
keypad with a display, and a timer at the bottom. (b) is the abstract visual
design of Anna, and the number in the text field is the answer to the task
in the game. The text field also displays other utterances from Anna.

conditions. Without understanding the simple scenarios
and starting with complex dialogue scenarios might intro-
duce other variables (e.g., understanding complex semantic
meaning) that are hard to control. In addition, Anna in all
conditions also responded to the participant’s unintentional
utterances during the tasks, such as complaints or laughter.
It was in Anna’s manual mode, which will be introduced in
Section 4.4. For example, during the task, the CA in WI+EF
would respond “Um...Don’t worry” when the participant
complains or sighs; respond “Hey! You can do it!” when the
participant laughs. While the control CA only responded
“You can do it”. Figure 2 provides examples of Anna’s ways
of responding in different conditions.

When the correct answer was submitted in time, the
next task started. The participant must accomplish five
tasks continuously. The opportunity of errors increased with
the game progress. If the participant failed any task, the
progress returned to zero. The game consisted of two parts
(see Figure 4). The first part lasted about 10 minutes.

The tough tasks were impossible to complete because
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TABLE 2
An example of Anna’s chitchat script. Anna in different conditions would respond differently to the opinion and emotions of participants. The control
condition maintains neutral responses. W/ inserts an interjection that expresses the parallel emotion as the SER result. EF praises the user when
the SER result is positive. When it is negative, EF distracts the user’s attention from the negative emotion or helps the user reappraise it.

Question User’s Condition ~ Anna’s Response When The SER Result Is
Opinion
Positive Negative
Did you find  Yes. Control OK, thanks for the reply. OK, thanks for the reply.
the tasks WI Oh, thanks for the reply. Hmm... Thanks for the reply.
difficult? EF But you sound confident. No worries, many people found it difficult.
WI+EF Oh, but you sound confident. Hmm... No worries, many people found it difficult.
No. Control OK, response recorded. OK, response recorded.
WI Wow, response recorded. Hmm... response recorded.
EF You sound confident. Is that so? You did a good job, though.
WI+EF Wow, you sound confident. Hmm... You did a good job, though.
S e e Aside from the mouse click pressure, we also provided
\ chitchat interventions chitchat intervenﬁons{ . . s . .
stort - o H each participant with a questionnaire to evaluate the PEI
L S J g, s - L e % of the CA in four aspects: perceiving emotions, using emo-
tough tasks tough tasks easy tasks

Fig. 4. The game consisted of two parts. Including two PEI evaluations,
the total game time was around 20 min, and Anna asked the participant
12-13 questions in total for the chitchat.

we deliberately adjusted the difficulty. And the participant
could only finish four tasks at most, which helped elicit
negative emotion. During the first part of the game, each
participant must fail several times and chat with Anna.
After 10 min, participants were asked to evaluate the PEI
of Anna. Then the game went to the second part. In the
first three min of the second part, tasks were identically
difficult. Participants might still fail and chitchat with Anna.
After three min, the game restarted and became much
easier (error opportunity=0). This was designed to stimulate
participants” positive emotions so that we could check the
PEI ratings in both positive and negative emotion scenarios.
Please note that positive emotion was always stimulated
after negative emotion, as we meant to evaluate the effect of
the CA designs on the same situation, e.g., helping people
transition from potential negative emotions to positive ones.
In the second part, participants finished all five tasks in a
short time. Then Anna influenced the participant’s emotions
with the final chitchat. At last, participants were asked
to rate the PEI of Anna again with the questionnaire as
described in the following section.

4.3 Measurement

The mouse click pressure during the game was tracked
to confirm the effectiveness of emotion stimulation. One
reason for choosing the mouse click pressure is that partic-
ipants clicked the mouse through the whole game so that
the variation could be recorded without distraction. The
other reason is that the mouse is usually utilized to measure
the emotional state of the user [68], [69], and Kirsch’s work
found that the user reacted to a negative valence stimulus
with a harder press on the index button of the mouse [70].
Therefore, we set up a mouse with a pressure sensor under
the mouse’s index button to track participants’” dynamic
finger pressure.

i i .© 2022 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission. See httﬁ:s://www.ieee.or%
Authorized licensed use limited to: Hong Kong University of Science and Technology. Downloaded on October 07,2022 at 08:42:59

tions, understanding emotions, and managing emotions.
We adapted the Perceived Emotional Intelligence Question-
naire [14] as follows. Each question was answered with a
5-point Likert scale (1=totally disagree). According to the
collected data, this questionnaire demonstrated good inter-
nal consistency with an overall Cronbach’s coefficient alpha
of 0.92. The corrected-item total correlation coefficients of
each item with the total of the remaining items ranged from
0.88-0.92.

Questions of the perceived emotional intelligence ques-
tionnaire: (The agent can...)

o Convey a sense that it listens openly to participants’
emotions. (Perceiving Emotion)

o Convey a sense that the agent can feel what the user
is feeling. (Using Emotions)

o Respond empathetically to the user. (Understanding
Emotions)

o Help the user regulate emotions, reduce negative
emotions or keep posit

4.4 Apparatus

Figure 5 shows the experimental setting in the lab. Two
laptops were installed in this study. A 15” ASUS ran the
game, a 15” MacBook presented Anna, and a local GPU
server ran Anna’s SER and the control system. The cameras
and speakers of the two laptops were enabled during the
study. A Blue Yeti'! microphone received the voice input.
Participants used their right hands to control a mouse with
a pressure sensor inside. An Arduino Leonardo® read the
data from the pressure sensor and sent it to the laptop. The
text-to-speech API of iFLY TEC® was used to generate the
voice of Anna.

Anna had two modes: automatic and manual. Most of
the conversations were the chitchat questions and answers,
which were in automatic mode. This part was initiated by

1. https:/ /www.bluedesigns.com/products/yeti/
2. https:/ /www.arduino.cc/en/Main/arduinoBoardLeonardo
3. https:/ /www.iflytek.com
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Frustrating Game
Pressure sensor
Give tasks to elicit user emotions.
Anna
Detect frustration.
Provide answers for tasks
and chitchat intervention.

s |

)

Mouse

PEI Microphone _’/ Participant
questionnaire

Talk to Anna.

Fig. 5. The experimental settings.

the task failures and automatically done with the SER com-
ponent and voice activity detection. Each time the partici-
pant failed the task, Anna started the chitchat intervention.
The voice input was first analyzed by the SER compo-
nent and speech recognition. Then gensim-based sentence
similarity algorithm [71] was used to predict the partici-
pant’s opinion. According to the SER result, the participant’s
opinion and the CA condition setting, Anna retrieved a
preset response. Anna’s basic speech recognition and speech
synthesis were supported by iFlytek [72].

The other conversations were in manual mode, including
the participant requiring the calculation task results and
Anna responding to the participant’s unintentional utter-
ances. For the calculation task, we manually controlled
Anna since speech recognition’s inaccuracy might cause task
failures and affect the PEI rating. Thus, an experimenter
monitored the participant and sent the correct answers for
the tasks to Anna via a socket. A few responses to the
unintended utterances of the participant were also manually
retrieved. All the responses were prepared based on the
strategies mentioned in Section 3.

4.5 Participants

A total of 75 participants (aged 19-73 years, M=24.5,
SD=7.78), including 45 females, were recruited for the study.
We posted recruitment on social media, and all the partic-
ipants registered voluntarily. They are all Chinese native
speakers, so the CAs used in the study produce spoken
Chinese. Please note that the examples of conversations
and interviews are all translated into English throughout
this paper (the original Chinese contents are in the supple-
mentary material). We surveyed participants on their usage
of conversational agents. 69% of participants have used a
conversational agent (a voice assistant), with 52% of them
using their CA at least once a week. Since it was a between-
subject experiment, participants were randomly divided
into four experimental conditions, as shown in Table 3.

Experimenters were provided with instructions and set
up the devices for the participant. During the experiment,
each participant was isolated in a room. Each participant
evaluated the PEI of Anna. In the end, participants were
invited to an interview.
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TABLE 3
The tested conversational agents of four conditions were randomly
assigned to participants.
Condition N Male Female Average S.D. of Interviewed
Age Age
Control 19 8 11 24.1 6.32 15
WI 15 5 13 24.8 7.54 11
EF 22 9 10 24.6 11.0 19
WI+EF 19 8 11 24.4 459 13

Ethics. Because this work studied users” interaction with
a conversational agent with emotion-related content, ethi-
cal issues have been carefully addressed. Prior work [73]
outlined the minimum ethical standards for using conver-
sational agents in mental health support. We set up our
study according to the safety standards as follows. First,
participants were informed that they were talking to a robot.
Before the study, each participant read the instructions and
consented to participate in the experiment voluntarily. Sec-
ond, even though the risk of experiencing strong emotions
during the study was kept minimum, one experimenter
monitored participants via the webcam in case of any
emergency, and participants could withdraw their consent
and quit anytime. Third, the total time duration of the
experiment was limited to prevent over-reliance. Though
little private information was involved in the study, partici-
pants were also anonymized. Most importantly, the elicited
negative emotions were like those ordinarily encountered
in daily lives (e.g., when people play online games or take
exams).

4.6

After the experiment, participants were eligible to be invited
to a 20-minute semi-structured interview. The interview was
designed to collect feedback about the CA and the par-
ticipant’s preferences for interacting with the emotionally
intelligent CA. Moreover, it helped us understand which
parts of the CA affected participants” PEI evaluation (RQ1)
and if/how the CA helped them navigate different affective
states when playing the game (RQ2). We also surveyed par-
ticipants” expectations of CAs with SER-enabled empathetic
responses to refine the design implication.

Interview

4.6.1

During the interview, we confirmed with participants
Anna’s (the assigned CA) helpfulness for the game and
her acoustical emotion sensitivity. Specifically, we asked
why they thought the CA could or could not perceive and
respond to their emotions. The answers from participants
should be affected by the settings of the CA in different
conditions. Based on participants’ own experience of in-
teracting with the CA and the experiment experience, we
asked them if the CA can perceive emotions effectively,
whether they preferred the conversational agent to perceive
their emotions, and why. To inform future designs of CAs
with SER-enabled empathetic responses, we asked what
emotional topics participants would like to talk about to the
CA and when they would express emotions to the CA. A

Interview Protocol
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total of 58 participants accepted the invitation and finished
the interview, as shown in the last column of Table 3).

4.6.2 Interview Data Analysis

We used thematic analysis for the qualitative data [74]. First,
all the interviews were audio recorded and transcribed for
analysis with the interviewees’ consent. Four researchers
revised the raw text transcribed with the speech recogni-
tion by iFlytek [72]. Then researchers coded the data in
a code book. The code book contained 170 unique codes,
e.g., “hearing my interjections”, “expecting comforts when
getting upset”, “hoping she would laugh”, “talking to her
when alone”, and “sharing personal topics”. All the codes
were grouped into six themes: impression of Anna, PEI of
Anna, individual use of voice assistants, expected emotional
intelligence, motivations of emotional interaction, and pre-
ferred topics of emotional interjection. Finally, we read the
interview excerpts from each theme to make sure they were
coherent with the theme.

5 RESULTS

The results showed that SER-enabled empathetic responses
increased participants’ PEI of the CA (RQ1). Aside from the
PEI improvements, interacting with the CA also alleviated
people’s negative emotions (RQ2). Through the interview,
we found the results consistent with the quantitative anal-
ysis. Further, the interview results revealed people’s prefer-
ence for using the emotionally intelligent CA and sharing
feelings with it.

For the general usability, we asked participants to de-
scribe the helpfulness of the CA. And 43 (74% of 58) partici-
pants reported that the CA effectively supported their tasks
in the interview. “It helped me calculate at least.” P11 said,
since the CA that served P11 was in the control condition,
i.e.,, without SER-enabled empathetic responses. However,
P41, served by the CA in EF condition, said, “It was helpful.
The responding speed was good. And it could recognize my
emotions”. Since we used the sentence similarity algorithm
to classify participants’ intentions, several error words did
not cause wrong intention prediction. Therefore, no partic-
ipant reported mistakes in speech recognition. Overall, the
performance of SER was good, with an accuracy of 71.12%.
The SER evaluation was based on human raters annotating
the participants” speech from the experiment recordings. We
also asked participants to appraise the CA’s overall emo-
tional intelligence according to the CA’s responses since the
individual emotional experience was subjective. Only three
participants (P51, P58, P68) in CA conditions reported emo-
tion recognition error occurrence. E.g., P51 (EF) reported a
mistake of SER: when she expressed a little bit of anger, her
CA still said “You did great!” to praise her. Though noticing
the inaccuracy, P51 thought the CA was “better than many
other voice assistants” since the CA’s function of emotion
perceiving.

5.1 Improving Perceived Emotional Intelligence (RQ1)

For the PEI data, we checked the normality with the
Shapiro-Wilk test. The results did not confirm the normality
of the data (p<0.05), which rejected the use of ANOVA.
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Thus, we ran a non-parametric test. It was a between-subject
design, so the Kruskal-Wallis test was employed for the
main effect analysis. The Mann-Whitney test with Holm
Bonferroni correction was for the post-hoc analysis.

Before the data analysis, the PEI data of six partici-
pants were excluded because of software errors during the
experiment (labeled in the metadata). Then, we checked
participants” emotional states to validate the emotion stim-
ulation of the game. We compared participants’ emotional
states between the first and the second PEI evaluation by
comparing their self-reported emotional states on a scale
from 1 to 5, with one being very unhappy and five being
very happy. The average rating after tough tasks, was 2.78
(SD = 1.11) and the average rating after easy tasks was
3.68 (SD = 1.08). We checked the normality of the emotion
rating data and found the normality was violated. Thus,
we conducted a Wilcoxon-signed rank test and found that
participants” emotion ratings were significantly lower when
they first filled the questionnaire (p <0.05). This suggested
that participants” emotional states changed from negative to
positive significantly. We also validated the emotion ratings
in each condition separately and found the same pattern. As
P72 mentioned in the interview, “The second round was much
better, but the first round did annoy and frustrate me.” Thus, we
concluded that our emotion stimulation for participants was
efficient.

The Kruskal-Wallis test results revealed the main effect
of the CA’s SER-enabled empathetic responses on the PEI
(p<0.05) in managing emotions of the first evaluation and
using emotions of the second evaluation. Likewise, the post-
hoc test results showed that the CAs significantly improved
only in parts of the PEI ratings compared to the control
CA (see Figure 6). The average PEI ratings of condition WI,
EF, and WI+EF were higher than the control condition. In
addition, each participant went through 12.23 (SD = 1.06)
conversation turns with Anna. One conversation turn was
defined as 1) Anna asked one question, 2) the participant
answered, and 3) Anna responded. Comparing among WI,
EF, and WI+EF, no significant difference was found.

Quantitative PEI rating results showed that the CA
conveyed a sense that it listened to participants’ emotions
and responded empathetically. Feedback from interviews
was consistent with quantitative results. 33 (77% of 43)
participants in CA conditions (WI, EF, and WI+EF) said they
did regard the CA as emotion perceivable. Their feedback
verified the effects of our empathetic response generation
design with SER. For instance, P31 (WI) said, “I think she
could feel and respond to some of my emotional changes during the
tasks” And P53 (EF) also considered the CA’s responses were
“consistent with my understanding of emotion.” The CA also
contributed to human-likeness as P72 (WI+EF) mentioned,
“It felt like Anna (the CA) was more human-like. It felt like she
could sense my emotions, which affected my mood.”

However, the other 10 (23% of 43) participants said
they overlooked the CA’s ability to perceive emotion. From
their feedback, they explained three reasons. 1) The par-
ticipant did not express their emotion in the experiment.
P67 (WI+EF) said, “The agent might not be able to perceive
my emotion because I didn’t express much of my emotion in the
experiment.” 2) The response pattern was monotonous. P39
(EF) said, “I felt it didn't understand me. It just replied with some
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Fig. 6. The average participant PEI ratings of the three CAs and the control CA (in real experimental settings) in terms of perceiving, using,
understanding and managing emotions. +p<.1, *p<.05, **p<.01, ***p<.001; with standard error. (a) was measured when the game was difficult.

(b) was measured when the game was easy.

universally applicable sentences.” 3) The speech synthesis was
toneless. P46 (EF) mentioned, “I don’t think it has emotional
intelligence because its tone is too stiff.” Additionally, eight
(60% of 15) participants in the control condition denied
the CA’s emotional intelligence as expected, but the other
six (40% of 15) participants affirmed it to some extent. P1
(control) mentioned, “On some level, chatting with the agent
helped me calm down. Though its stiff responses, I thought it could
perceive my emotion.” A possible reason was that chatting
with Anna prevented participants from accumulating more
negative emotions.

Feedback on the interjection use was also collected in the
interview. Many participants liked the idea. For example,
P23 (WI) said, “It did perceive my emotion. For example, it told
me not to worry, so I knew it was perceiving my emotions. I heard
some interjections like ‘oh, aha’.” P60 (WI+EF) noticed the CA
saying “Hee hee”, and it made her feel the task more like
a game and alleviated her stress. Using interjections also
contributed to human-likeness as P58 (WI+EF) said, “It acted
as a guide during the experiment. It replied with interjections like
‘haha’, so I felt it was more than a cold machine.” P54 (EF) even
thought it hardly perceived emotions because of the CA (EF)
not using interjections to express. P15 (control), however,
thought some interjections sounded “silly”.

5.2 Alleviating Negative Emotions (RQ2)

During the experiment, participants conversed with the CA
under emotion stimulation. The chatting styles of the CA
helped participants allay the stimulated negative emotions.
Instead of ignoring user emotion like the control condition,
the CA in other conditions actively recognized emotions
in utterances of the participant and generated responses
that were related to the emotion. We analyzed the average
mouse click pressure differences with and without chitchat
intervention to check the CA’s effect on negative emotion
alleviation. During the first round of tasks, Anna did not
chitchat but only provided answers. From Anna starting
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the first chitchat intervention to the first part ending, the
participant was intervened by Anna with chitchat.

Distracted by the chitchat from the negative emotion,
the participant clicked the mouse gentler. The average click
pressure decrease of control, WI, EF, and WI+EF are respec-
tively 1.51 (SD = 8.26), -38.59 (SD = 11.31), -6.78 (SD = 11.06)
and -10.28 (SD = 8.40). The click pressure of participants
in the control condition went higher while all those in the
experiment condition kept going down. In particular, the
decrease in WI condition was the most significant, which
means SER-enabled empathetic responses had a main effect
on the mouse click pressure decrease (p<0.05). Moreover,
the post-hoc analysis revealed that WI weakened the mouse
click pressure with the best efficiency when the participant
was emotionally negative during the game.

The mouse click data proved the CA’s effect in alle-
viating negative emotions, especially WI. The mouse click
pressure decrease of WI differs from other conditions. One
possible reason is that interjections are not commonly heard
when interacting with CAs in the real world. So, the CA
speaking with empathetic interjections attracted people’s
attention. Eight participants reported in the interview that
they noticed the CA speaking with empathetic interjections.
E.g., P30 (WI) noticed the CA laughed and showed compas-
sion. However, only three of the eight were in condition
WI+EF. Compared to WI, the effect of WI+EF was less
significant, perhaps because the responses provided in the
WI+EF condition was longer, which made interjections less
noticeable. In addition, Participants’ negative emotions were
relieved when their unintended utterances were responded
to. E.g., when P62 (WI+EF) “heaved a sigh, the agent comforted
me with some words.” Though the mouse click data did not
reveal, a participant in the control condition reported the
CA’s support of emotion regulation in the interview. P1
(control) mentioned, “Chatting with the agent helped calm
down.” We attributed it to the unintentional distraction from
the negative emotional stimuli. Because whenever partici-
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pants had chitchat with Anna or their unintended utterances
were responded to, they were momentarily distracted from
the frustrating tasks.

According to the interview results, 43 (74% of 58) par-
ticipants appreciated a future CA that can perceive and
respond to their emotions. The reasons were as follows. 1)
The ability to perceive perceiving and respond to emotion
improved the overall performance of the CA. P2 said, “As a
voice assistant, the better it understands my emotions, the more
it can improve its performance.” P3 said, “For example, when
you need some smooth music to deal with your anxiety, the agent
should perceive your anxiety and play the right music for you
without you speaking out the command. This saves time.” 2)
Emotionally intelligent CAs offered a better user experience.
P23 said, “When I'm feeling down, I'd like to hear some words
of comfort rather than a cold machine-like response.” P4 said, “I
hope the CA could perceive my emotions because that makes it
more like a real person.” P58 and P72 also mentioned “human-
likeness”. 3) Emotionally intelligent CAs helped “to smooth
my mood”, as P20 said. Likewise, P50 also said, “The agent
should be able to perceive and respond to emotions. For example,
it should relieve my anxiety and frustration.”

This proved that there would be great opportunities for
CAs with SER-enabled empathetic responses. Several par-
ticipants (P24, P3, P42) expressly indicated the tendency to
express emotions to a CA primarily when they felt “lonely”,
“bored”, or “sad”. Additionally, they expected that the CA
would understand and respond to their emotions. They
prefer the CA that acknowledges and accepts their emo-
tions, especially the negative ones they feel uncomfortable
sharing with friends and families because of potential judg-
ment or criticism from other humans (P37, P38, P39, P49).
Compared to humans, CAs sometimes appear more neutral
and tolerant listeners. Previous research has suggested that
the chatbot’s understanding of one’s emotions may create
a feeling of acceptance and belonging in users [12]. This
feeling is vital in establishing rapport between CAs and
users. Furthermore, appropriate emotional detection and
response generation contribute to that feeling. The strate-
gies we adopted for the CA were efficient in dealing with
people’s negative emotions. Further investigation into these
strategies will help improve the PEI of CAs and create better
human-agent interactions.

However, 15 (26% of 58) participants expressed their
concerns about emotionally intelligent CAs. 1) The privacy
concerns. P5 mentioned, “I will use it only if the agent can
guarantee to protect my privacy.” 2) Worrying about the CA
being too sensitive. P66 mentioned, “I would be uncomfortable
if it makes me feel like I'm being manipulated.” 3) Worrying
about mirroring emotions. P75 said, “I don’t want feedback
that mirrors my emotional state. Sometimes, people don’t want
feedback after expressing their emotions. Getting sympathy from
others when I'm feeling down can be frustrating.”

In summary, the CA with SER-enabled empathetic re-
sponses was perceived to have more emotional intelligence
than the CA without SER-enabled empathetic responses.
The two PEI evaluations suggested that the effects of empa-
thetic feedback and interjections varied in different contexts.
Participants had more negative emotions when evaluating
PEI for the first time as the game became difficult, so
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the empathetic feedback outperformed in perceiving and
managing emotions. On the other hand, the second PEI
evaluation was taken after the game became easier to play.
Using empathetic interjections was more effective in the four
aspects of PEIL. Further, the mouse pressure data suggested
that SER-enabled empathetic responses of the CA alleviated
the user’s negative emotions. Last, the interview result
revealed people’s preferences for the more emotionally in-
telligent CA, the tendency to express emotions to the CA,
and concerns about the emotionally intelligent CA.

6 DiscussioN

This section discusses our findings, insights into partici-
pants” interaction with the CA, and design implications for
future voice-based CAs.

6.1 The Effect of the SER-Enabled Empathetic Re-
sponses

To maximize customer acceptance of the voice-based CA,
manufacturers often use a neutral-to-slightly-positive tone
without considering speech emotion. Our results showed
that the SER-enabled empathetic responses improved par-
ticipants’ overall PEI and perceived positive impacts on
helping them ease negative feelings.

First, using interjections in the CA’s responses helped
improve the PEI. From the qualitative feedback, we found
two possible explanations. 1) interjections in the CA’s re-
sponses were quite noticeable. Few speech synthesis sys-
tems used interjections [31]. Thus, participants changed
their impression of the CA as more human-like when
hearing interjections from a CA. 2) the interjection was
considered as a confirmation that the CA correctly compre-
hended the user’s emotion. Since interjections were more
effective in improving PEI in positive emotional contexts
than negative, we addressed two possible explanations. 1)
some interjections like “wow” are beneficial for expressing
enthusiasm and intense emotion in human speech [75].
2) according to the broaden-and-build theory of positive
emotions [76], under the influence of positive emotions, peo-
ple have wider perceptual access and semantic reach [76].
Nonverbal information like interjections were more minor
details compared with the verbal contents. This suggested
that positive emotions helped the interjections more likely
to access people’s minds.

Second, empathetic feedback was found effective in im-
proving PEI In our work, there were three effective emotion
regulation strategies for empathetic feedback: praising when
positive and distracting or reappraising when negative.
Our findings showed that enabling these strategies at the
appropriate moment can enhance PEIL For example, when
the next task was about to start but the CA detected negative
emotions from acoustic cues, the CA would recommend a
short timeout to distract the participant from the negative
stimuli. Then the CA helped the user reappraisal negative
stimuli. When mentioning the task difficulty, the CA helped
the participant reappraise the task as an unimportant test.
The CA of EF praised the user when a positive emotion was
recognized. In the interview, P42 (EF) said that praising was
expected when she felt happy, e.g., P49 (EF) was praised
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by the CA as self-confident because of her positive tone.
Distracting the user from negative emotional stimuli is also
effective. As for human, attention altering (distraction) and
cognitive change (reappraisal) are typical ways to regulate
negative emotions [56], [57], [58], [59].

6.2 Bystander vs Active Participant

Studying bystanders is “safer” since it involves less emo-
tion than directly engaging in the study. Nevertheless, if
the “patterns” and claims are the same, then the method
can be used in other settings. Many new technologies are
evaluated from direct stakeholders—users’ perspectives, but
studying bystanders is also important. Recent HCI works
studied voice-based agents used by multiple users at differ-
ent locations, e.g., home [77], when people can switch their
roles between bystanders and active participants. In our
study, the emotional interaction was triggered by their own
emotional expression. Participants were elicited emotions
from negative to positive by the experiment tasks. Five
participants reported in the interview that they had not
expressed obvious emotions during the experiment. Two
participants reported that they had focused too much on
the task and ignored the emotional feedback. This suggests
that the stimulated emotion is natural compared to the acted
emotion if we instruct participants to act. Thus, our result
can be extended to many scenarios where the user speaks
to the CA with a specific tone or in a certain emotional
state. To induce more emotions from the user, it is important
to clearly state the emotion perceiving and responding of
the CA, just like other capabilities of the CA. When people
get used to expressing emotions to the CA, there would be
much more possibilities for human and agent interaction.

6.3 Design Implications

Our findings made several design implications for improv-
ing user interaction with voice-based CA.

First, a few participants mentioned that SER was not
always accurate when predicting their emotions, though
their final PEI was increased due to the effective response
strategies. Prior works verified the user tolerance for errors
of recognition techniques [78], [79]. Our participants might
have a similar tolerance for SER errors, though we did not
explicitly track individual predictions. In this work, the CA
did not display the SER results in front of participants.
Instead, it used euphemistic terms, including emotional
interjections and emotion regulation strategies to respond.
To improve user experience, future design may consider
exploring different approaches and evaluate their impacts
on user experience: 1) showing the SER results to the users,
such that users may help correct the prediction results; and
2) avoiding presenting the SER results, so that users may
focus on the conversation instead of being distracted by a
less accurate emotion prediction result.

Second, more response strategies need to be explored.
For example, generate responses that distract or reappraise
negative stimuli. Reappraisal and distraction are typical hu-
man emotion regulation strategies [56], [57], [58], [59]. These
were proved to be helpful for participants in regulating their
emotional states. However, these strategies were evaluated
in the game contexts and needed to be evaluated in more
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contexts. Meanwhile, an emotionally intelligent CA needs to
use flexible response strategies to deal with users’ different
emotional states. Simultaneously using multiple strategies
might lead to wordy responses, as mentioned in the results.
Our findings showed that using interjections outperformed
in positive emotional contexts, while sentiment adjustment
worked better in negative emotional contexts. Future work
may explore the effective strategies under diverse emotional
contexts and prioritize the strategies in order of effective-
ness.

Third, future CAs may consider building speech syn-
thesis systems with natural interjections. Inspired by our
results in Figure 6, we found that using interjections is com-
paratively more effective in dealing with positive emotions.
However, drawn from the interview, we found that the
toneless synthesized speech was blamed. Therefore, future
voice-based CAs may prepare natural interjection records
with the professional voice actor/actress.

7 LIMITATIONS AND FUTURE WORK

Some limitations of this study are discussed in this section.
This paper does not address long-term use. To verify the
long-term use effects of the proposed system, a longitudinal
study is needed in future work [20]. In this study, the SER
algorithm we implemented in this experiment only ana-
lyzed the acoustic features of the user’s speech. Although
the algorithm’s ability to detect emotions might be more
robust with sentiment analysis of the text, we decided not
to include it to avoid the effects of the error words by au-
tomatic speech recognition. Aside from using interjections
and emotion regulation support, more strategies to generate
empathetic responses for CAs can be explored in future
work. For example, there is a large amount of research on
improving the emotional representations in speech synthe-
sis technology as reviewed in the survey [80]. With more
open resources for emotional speech synthesis, prosody will
be used to convey emotions in the CA’s response generation
in the future. Additionally, multi-modal feedback design,
including audio, facial, physical touch and gesture, is po-
tentially beneficial to our framework [11], [81]. At last, as
the response generation mentioned in this study is rule-
based, we consider the end-to-end model for the future CA
design, e.g., the sequence-to-sequence model trained with
post-response corpus [19].

8 CONCLUSION

To improve the perceived emotional intelligence of con-
versational agents, we proposed a CA with acoustically
emotion awareness and responding. We presented evidence
to support whether the CA design can enhance PEI from
the perspective of active participants. Then we discussed
the factors affecting PEI. Next, we provided the design
implication of combining speech emotion recognition and
empathetic response generation. In particular, we offered
evidence from the user study that empathetic response
generation with SER, a) using empathetic and emotional
interjections in responses and b) using empathetic feedback
such as praising the user, distracting or reappraising nega-
tive stimuli, can both effectively contribute to the emotional
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intelligence of the agents. As such, we advocate considering
speech emotion recognition and empathetic response gener-
ation as an acoustically emotion-aware design for conversa-
tional agents.
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