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ABSTRACT 
The perceived emotional intelligence of a conversational agent 
(CA) can signifcantly impact people’s interaction with the CA. 
Prior research applies text-based sentiment analysis and emotional 
response generation to improve CAs’ emotional intelligence. How-
ever, acoustic features in speech containing rich contexts are un-
derexploited. In this work, we designed and implemented an emo-
tionally aware CA, called HUE (Heard yoUr Emotion) that stylized 
responses with emotion regulation strategies and empathetic inter-
jections. We conducted a user study with 75 participants to evalu-
ate their perceived emotional intelligence (PEI) of HUE by having 
them observe conversations between people and HUE in diferent 
emotional scenarios. Our results show that participants’ PEI was 
signifcantly higher with the acoustic features than without. 

CCS CONCEPTS 
• Human-centered computing → Human computer interac-
tion (HCI). 
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1 INTRODUCTION 
Conversational agents (CAs) are increasingly used in people’s daily 
lives. To enable natural interaction with CAs, recent research ex-
tends the focus to emotional intelligence [3, 15, 44]. It is also sug-
gested that improving the PEI of CAs has manifold benefts, in-
cluding but not limited to: enriching interpersonal relationships, 
increasing engagement, and enhancing user experience [3]. The 
original psychological defnition of emotional intelligence (EI) in-
volves human’s ability to appraise and express emotions, regulate 
emotions, and utilize emotions [31]. In the context of Human Com-
puter Interaction, the perceived emotional intelligence (PEI) of a CA 
is evaluated based on the CA’s ability to perceive user emotions (e.g., 
detecting and deciphering emotions from words and voice), utilize 
user emotions (e.g., leveraging the emotions to support cognitive 
tasks), understand emotions (e.g., comprehending emotions and 
knowing their triggers), and manage the emotions (e.g., regulating 
emotions) [21, 44]. 

To improve the PEI of CAs, diferent techniques are developed for 
both text-based and voice-based CAs [4, 13, 30]. For text-based CAs, 
sentiment analysis is often applied to detect and understand users’ 
emotions from their text input [4, 30], and to help users regulate 
emotions [33]. Text sequence-to-sequence models [13, 45] are also 
created to help CAs generate emotionally appropriate responses by 
taking tone information into account [13]. Varied chatting styles 
are further designed to improve users’ perceived PEI, e.g., a self-
disclosing chatbot was found to improve people’s perceived inti-
macy [19]. Compared to text-based CAs, voice-based CAs deliver 
rich emotional information [16, 40]. For example, several speech 
emotion recognition (SER) algorithms are developed to detect users’ 
emotions from acoustical cues, by labeling a voice input as a cer-
tain emotional category, e.g., happy, sad or angry [1, 22, 46], or by 
predicting the valence and arousal of a voice input [5]. To respond 
to users’ emotions, voice-based CAs have been relying on users’ 
self-reported emotions, e.g., [23]. During human-to-human interac-
tion, people often express emotions such as empathy–the ability 
to comprehend other’s feelings and to re-experience them oneself– 
using emotive interjections (e.g., “WoW!”) [9, 39]; because of this, 
such interjections and fllers are also inserted in voice-based CAs 
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to improve users’ PEI [6]. However, prior research has not systemat-
ically evaluated the efectiveness of leveraging SER and interjections 
to generate emotional responses in improving the PEI of chatbots. 

To address this research gap, we design, implement and evaluate 
a voice-based CA, called HUE (Heard yoUr Emotion). More specif-
ically, we embedded speech emotion recognition (SER) [1] in the 
design to better perceive users’ emotions, and we emotionalized the 
CA’s responses by using interjections and sentiment adjustment 
strategies including praising, distracting, and reappraising to create 
a sense of empathy. We conducted a user study with 75 participants 
to evaluate the PEI of HUE, providing diferent chatting styles. The 
participants evaluated HUE as they listened to audio clips that pre-
sented four emotion scenarios where HUE conversed with human 
characters in diferent chatting styles. Our work provided empirical 
evidence that the PEI of a CA was infuenced by how it responded 
to diferent emotion contexts. We found that the CA with the HUE 
design was evaluated as having higher PEI. Specifcally, using both 
empathetic interjections and sentiment adjustment can enhance 
the PEI robustly in diferent emotion contexts. 

2 RELATED WORK 

2.1 Emotional Intelligence of Conversational 
Agents 

Most of today’s conversational agents can be identifed as text-based 
or voice-based conversational agents. Text-based conversational 
agents are also known as chatbots. They serve people as counselors 
or assistants in diferent scenarios, e.g., the personal fashion coun-
selor [24], the survey chatbot [18, 42], the ofce assistant [20, 35], 
the quiz chatbot [37] and so on. The importance of afective experi-
ence with CAs has been argued [43]. Ma et al. adapted the emotional 
intelligence model of psychology to human-agent interaction as 
perceived emotional intelligence, which entails perceiving, using, 
understanding, and managing emotions, providing a standard of 
evaluating how the user perceives the emotional intelligence of 
conversational agents [21, 32]. 

For text-based CAs, sentiment analysis is often applied. For ex-
ample, based on a deep learning model, a conversational agent [13] 
can identify eight major tones from the input text of customers, 
including: empathetic, passionate, satisfed, and so on. Agents are 
usually embedded with machine learning models to detect user’s 
emotions from text input [13, 14, 33]. However, for voice-based 
CAs, speech emotion recognition (SER) solutions are developed. In 
the following section, we will focus on reviewing SER technologies. 

2.2 Technologies for Speech Emotion 
Recognition (SER) 

Acoustic signals contain rich emotional information [16, 40]. Thus, 
to build a conversational agent with emotional intelligence, SER is 
considered for emotion perceiving. Neural networks including the 
convolutional neural network and the long-short term memory re-
current neural network are more efective for emotion recognition 
[1, 5, 46]. We employed the neural network [1] for SER and trained 
the model with Voxceleb [25] in this work. With SER but without 
emotional feedback, the CA cannot perform emotional intelligence, 
because the user receives no signal that the CA can perceive or 

express any emotions nor afect others’ emotions. Therefore, to 
improve the PEI, CAs need to generate appropriate responses to 
address users’ emotions. In the next section, we will review tech-
nologies that are developed to respond to users with emotional 
intelligence. 

2.3 Technologies for Responding with 
Emotional Intelligence 

To generate a response with an appropriate emotion, Zhou, et al. 
and Song, et al. built emotional chatting machines with sequence-
to-sequence models [34, 45]. By learning many pairs of requests and 
responses from natural corpus databases, the emotional chatting 
machines can generate a response with the most possible emotion. 
Empathy is the key point to connect emotional appraisal and ex-
pression [31]. CAs that respond with empathetic utterances achieve 
better user satisfaction and engagement [8]. Participants in a previ-
ous study regarded the perceived empathy of the therapist chatbots 
as the best part of the experience [10]. To better explore the efects 
of CA’s empathetic responses to emotions on PEI in a user study, 
we implemented our proposed HUE with practical strategies of 
response generation as follows. 

To adjust the sentiment of the CA’s utterances, we refer to com-
puter praise as a strategy for positive emotions since it is efective in 
improving user motivation and engagement [24, 36]. Then, to deal 
with negative emotions, two typical emotion regulation strategies 
of humans are referenced: distraction and reappraisal [7, 17, 28, 29]. 
Meanwhile, nonverbal cues are also considered in this work. For 
conversational CAs, using interjections in responses to express 
emotions can provoke empathy [6, 27]. Therefore, we choose inter-
jections as the nonverbal cues for emotion expression in this work. 
Moreover, we utilize SER to select appropriate interjections. Here, 
we defne interjections as short nonverbal words or expressions 
that express a spontaneous feeling, e.g., an exclamation (wow!) or 
hesitation (um). 

The above literature review suggests that SER technologies for 
identifying emotions and technologies for responding with em-
pathy are promising to improve the PEI of a CA, however, to the 
best of our knowledge, they have been investigated separately. Lit-
tle is known regarding the efect of integrating them on people’s 
perceived emotional intelligence of a CA. 

3 THE DESIGN OF HUE: A CA WITH 
SER-ENABLED EMPATHETIC RESPONSES 

In this work, we investigate the efectiveness of integrating SER and 
empathetic response generation. We aimed to answer the research 
question: How will SER-enabled empathetic responses afect people’s 
PEI of a voice-based conversational agent? To this end, we designed 
HUE (Heard yoUr Emotion), a conversational agent that combines 
speech emotion recognition and strategy-based emotional response 
generation. HUE can provide SER-enabled empathetic responses, 
namely, perceiving and responding to a user’s emotion in speech 
empathetically. 

3.1 Diferent Responding Strategies 
We used a neural network model [1] trained with Voxceleb [25] for 
SER to get emotional input based on acoustic features in speech, 
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Figure 1: An example dialogue of HUE. A user is collaborating with an agent on tasks. HUE would have responded “OK, let’s 
start” to proceed with the tasks. However, with the SER module recognizing the negative emotional state of the user in speech, 
HUE inserted an interjection at the beginning to express empathy and adjusted the response content. Eventually, HUE asked 
the user “Hmm... Do you need some rest?” 

e.g., MFCCs. The model was widely applied and proved efective 
in classifying a speech segment as a discrete emotion label, such 
as happy [1]. We reconfgured the SER to classify the speech as 
positive, negative, or neutral. Thus, the response generation script 
would not be too complicated. We developed two major response 
strategies: (1) inserting a short interjection in the original response 
content and (2) adjusting the original response contents with empa-
thetic strategies. The two strategies can be applied simultaneously 
or individually, as illustrated in Fig 1. 

3.1.1 With Interjections. According to the semantic meaning of 
the user’s speech, the CA has an initial response for the neutral 
emotional input. When the SER detects a positive input, HUE inserts 
a positive interjection at the beginning of the initial response, e.g., 
“Ha-ha”, and alternatively; when the emotional input is negative, 
an interjection of hesitation, e.g., “Hmm...”. HUE reciprocates the 
user’s emotion by expressing the same emotion, because mimicry 
is a way for humans to express empathy [12]. 

3.1.2 Sentiment Adjustments. For the sentiment adjustments, three 
strategies are considered. When the user performs well and feels 
positive, praising improves engagement and helps the user persist in 
tasks [24, 36]. Sometimes, when the user is frustrated, two strategies 
are available to help the user regulate emotion: distracting from 
the current task and reappraising the negative stimuli guides the 
user to a more positive emotional state [7, 17, 28, 29]. 

3.2 Study Settings 
CAs in four conditions were implemented (see in Table 1). Three 
HUEs use diferent emotional response strategies: With Interjection 
(WI ), Sentiment Adjustment (SA), and With Interjection + Senti-
ment Adjustment (WI+SA), while the control CA only provides 
neutral responses. During the study, participants listened to audio 
clips of human-agent conversations, as the prior work conducted 

Table 1: For emotion perceiving, WI, SA, and WI+SA enable 
the SER to recognize user emotion in speech while the con-
trol condition doesn’t detect any emotional signals. For emo-
tion expressing, the control condition only generates neu-
tral responses; WI inserts emotional interjections at the be-
ginning of the responses; SA applies emotion regulatory 
strategies to adjust the sentiment of the responses; WI+SA 
combines both strategies of WI and SA. 

Conditions SER Response Strategy 

Control Without Neutral Response 
SER (without emotional response strate-

gies) 
WI With SER Neutral Response + Interjections 

(e.g., “wow”, “ha-ha”, “um...”) 
SA With SER Neutral Response + Sentiment 

Adjustment 
(praising, distraction and reap-
praisal) 

WI+SA With SER Neutral Response + Interjections + 
Sentiment Adjustment 

a video study where participants observed human-agent conver-
sations [21]. The CA information was hidden from participants, 
so that participants could only infer the characteristics of the CAs 
based on the presented interaction. 
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Table 2: We scripted four emotion scenarios of human-
agent conversations. For each scenario, four audio clips were 
recorded (four conditions). Though the duration of each au-
dio clip was short, the total duration of all audio clips was 
long, and the comparison among conditions helped partici-
pants difer the PEI ratings. 

Emotion Scenario Audio 
Duration 

Happy A human character is watching a 7.0s 
funny video and asks HUE to share 
the video to his friends. 

Sad The user who just went through a 8.4s 
break up in relationship asks the CA 
for chitchat. 

Frustrated The user fails in controlling the 5.0s 
lights through voice commands to 
the CA. 

Angry Irritated by the trafc, the user asks 5.6s 
the CA to play music. 

4 USER STUDY: EVALUATING THE PEI OF 
HUE 

4.1 Design of a Controlled Experiment 
Simulating daily use scenarios and provoking natural emotions 
in conversations between the participant and the CA is difcult 
in the lab. So, we prepared audio clips presenting daily dyadic 
conversations between human characters and CAs. Listening to 
the conversations in the audio clips and comparing the CAs in 
diferent conditions, participants rated the PEI of the CAs one by 
one. This was a within-subject design, because each participant 
was treated with all the conditions. In this way, the user study aims 
to address the research question by testing in diferent emotion 
scenarios, whether people evaluated HUEs (WI, SA, and WI+SA) 
with higher PEI than traditional CAs (the control condition). It took 
each participant approximately 25 minutes to complete, including 
listening to all the audio clips and flling out the questionnaire. 

We prepared 16 audio clips (four scenarios and four conditions), 
presenting the CAs’ conversations with human characters. For each 
scenario, four audio clips were recorded in which the human charac-
ter conversed with the CA in four conditions. The human characters 
acted as in four emotional states, i.e., the four scenarios: frustrated, 
angry, sad, and happy (see Table 2). These four emotions are expe-
rienced in daily life [26, 41]. For example, in the sad scenario, the 
human character just went through a break-up in a relationship 
and was experiencing deep sadness. He said to the CA, “Would 
you like to chat?” CAs in diferent conditions responded diferently. 
The control condition CA didn’t perceive the speaker’s emotion 
and it said “What would you like to talk about?” WI recognized the 
emotion and used interjections to express empathy. It said “Um... 
What would you like to talk about?” SA applied sentiment adjust-
ment strategy, and said “Sure, I’m here for you.” WI+SA combined 
the above two strategies for a response, said, “Um... Sure, I’m here 

for you.” The context of the conversations was presented as subti-
tles on the display for participants at the beginning of each audio 
clip. To guard against the order efects, we used the Fisher-Yates 
shufe algorithm to shufe the playlist of the audio clips for each 
participant. 

Then the participant rated the PEI of the CA in each audio seg-
ment with a questionnaire that evaluated the EI in four aspects: 
perceiving emotions, using emotions, understanding emotions, and 
managing emotions. Since the participant needed to fll out the 
questionnaire for each CA in 16 audio clips, it would be annoying 
if the questionnaire was too long. Hence, we adapted the Perceived 
Emotional Intelligence Questionnaire [21] as follows. Each question 
was answered with a 5-point Likert scale (1=totally disagree). This 
questionnaire demonstrated good internal consistency with an over-
all Cronbach’s coefcient alpha of 0.92. The corrected-item total 
correlation coefcients of each item with the total of the remaining 
items ranged from 0.76-0.85. 

Questions of the perceived emotional intelligence questionnaire: 
(The agent is able to...) 

• Convey a sense that it listens openly to participants’ emo-
tions. (Perceiving Emotion) 

• Convey a sense that the agent can feel what the user is 
feeling. (Using Emotions) 

• Respond empathetically to the user. (Understanding Emo-
tions) 

• Help the user regulate emotions, reduce negative emotions 
or keep positive emotions. (Managing Emotions) 

4.1.1 Participants. A total of 75 participants (aged 19-73 years, 
M=24.5, SD=7.78), including 45 females, were recruited for the 
study. We posted recruitment messages on social media and all 
the participants registered voluntarily. They are all Chinese native 
speakers, so the CAs used in the study produce spoken Chinese. 
Please note that the examples of conversations are all translated 
into English throughout this paper (the original Chinese contents 
are in the supplementary material). We surveyed participants on 
their usage of conversational agents. 69% of participants have used 
a conversational agent (a voice assistant) with 52% of them using 
their CA at least once a week. All the participants in this study were 
recruited to the lab. All the audio clips were presented through a 
13’ laptop with its speaker. After each clip, participants flled out 
the PEI questionnaire. 

5 RESULTS 
Compared to the CA that did not respond to emotion, HUE was 
rated as having higher PEI. It demonstrated that the SER-enabled 
empathetic responses increased bystanders’ PEI. 

First, we checked the normality with the Shapiro-Wilk test. The 
results did not confrm the normality of the data (p<0.05), which 
rejected the use of ANOVA. Thus, we used non-parametric tests 
to analyze the PEI results. As this was a within-subject design, 
the Friedman test was used for the main efect analysis and the 
Wilcoxon signed-rank test with the Holm Bonferroni correction 
was for the post-hoc analysis. 

As shown in Figure 2, the test results showed that the HUE 
design had a main efect on the PEI ratings of perceiving, using, 
understanding, and managing emotions (for each aspect p<0.001). 

https://0.76-0.85


HUE: Heard yoUr Emotion CHI ’21 Extended Abstracts, May 8–13, 2021, Yokohama, Japan 

Figure 2: The average participant PEI ratings of the three HUEs and the control CA (in audio clips) in terms of perceiving, 
using, understanding, and managing emotions. *p<.05, **p<.01, ***p<.001; with standard error. 

Further, according to the post-hoc analysis, the average PEI ratings 
of condition WI, SA, and WI+SA were signifcantly higher than 
the control condition across all scenarios (p<0.001, see Figure 2). 
Though signifcant improvements were commonly found, the av-
erage ratings of HUE varied among diferent emotion scenarios. 
For example, the ratings of all HUEs in the frustrated scenario 
only achieved around 3 (neutral), while SA and WI+SA were rated 
around 4 (agree) in the angry scenario. 

The comparison among WI, SA, and WI+SA was based on the 
post-hoc analysis. In the frustrated scenario, the results showed 
that there was no signifcant diference among them (see Figure 2). 
In both sad and angry scenarios, WI had lower average ratings than 
both SA and WI+SA (p<0.001, see Figure 2 (b) and (c)). But WI+SA 
had no signifcant diference with SA. In the happy scenario, the 
result was as expected: WI+SA performed as the most emotionally 
intelligent among all conditions (see Figure 2 (d)). 

The results showed that SER-enabled empathetic responses sig-
nifcantly improved bystanders’ perceived emotional intelligence 

of HUE. The responding strategies–using interjections and sen-
timent adjustment simultaneously–improved the PEI in diferent 
emotional contexts. However, the impact of diferent strategies 
varied by the emotional contexts. In particular, using interjections 
appeared to be more efective in the happy scenario, while the sen-
timent adjustment was more efective in the angry scenario and 
the sad scenario. 

6 DISCUSSION 

6.1 Factors Afecting the Perceived Emotional 
Intelligence of a Voice-based CA 

Most commercial voice-based CAs choose to use a neutral-to-slightly-
positive tone, so that it can be accepted by a large number of cus-
tomers. Our results showed that the empathetic responses improved 
participants’ overall PEI and perceived positive impacts on helping 
them ease negative feelings. 
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Using interjections in the CA’s responses helped improve the PEI. 
From the qualitative feedback, we found two possible explanations. 
1) Interjections in HUE’s responses were quite noticeable. Currently, 
few speech synthesis systems used interjections [6]. Thus, when 
hearing interjections from a CA, participants changed their im-
pression of the CA as more human-like. 2) The interjection was 
considered as confrmation that the CA correctly comprehended 
the user’s emotion. Considering the results showed that using in-
terjections was more efective to improve PEI in positive emotional 
contexts than negative, we addressed two possible explanations: 1) 
some interjections like “wow” are benefcial for expressing enthu-
siasm and strong emotion in human speech [38]; 2) according to 
broaden-and-build theory of positive emotions [11], under the infu-
ence of positive emotions, people have wider perceptual access and 
semantic reach [11]. Nonverbal information like interjections were 
smaller details compared to the verbal contents. This suggested that 
positive emotions helped the interjections access people’s minds. 
Regarding the results, WI+SA was rated a better PEI in most of 
the circumstances. The interjection is possibly too short to draw 
enough attention, but the sentiment adjustment worked well. So, 
using both of them simultaneously has the potential to achieve 
better robustness on improving PEI. 

6.2 Design Implications 
Our fndings have several design implications for improving user 
interaction with voice-based CA. Neural network based speech 
emotion recognition algorithms were evaluated as efective in prior 
work [1, 5, 46]. Prior work also indicated that empathy is the prin-
ciple for the CA when generating responses [8, 10]. Our fndings 
showed that generating empathetic responses based on the SER 
results in the CA’s conversations improved PEI. This suggested that 
the CA should take the SER results into consideration to generate 
empathetic responses. Prior work says that conversational CAs 
using interjections in responses to express emotions can provoke 
empathy [6, 27]. Our fndings showed that the CA using empathetic 
interjections achieved increased PEI. This suggested that using in-
terjections is an efective way to respond to user emotion for the 
CA, and future voice-based CAs may prepare natural interjection 
records with the professional voice actor/actress [6]. Prior work 
says reappraisal and distraction are typical human emotion regu-
lation strategies [7, 17, 28, 29], which were proven to be helpful 
for participants to regulate their emotional states. Our fndings 
showed that the CA which applied these strategies to support user 
emotion regulation can also have improved PEI. This suggests that 
more conversational strategies that evolve user emotion may have 
the potential to enhance the PEI of the CA, and future work may 
explore this. 

7 LIMITATIONS AND FUTURE WORK 
This study evaluated people’s perceived intelligence of the CA as 
observers. Future work may explore the efects of direct interaction 
with HUE. Also, longitudinal study where users interact with the 
agent such as Lee et al.’s work [19] will yield deeper and richer un-
derstandings. Additionally, multi-modal feedback design including 
audio, facial, physical touch and gesture is also potentially benefcial 
to our framework [2, 44]. 

8 CONCLUSION 
We proposed HUE, the conversational agent with acoustically emo-
tion awareness and responding, and presented evidence to support 
that when observing a CA that can perceive and respond to user 
emotions, participants rate the CA with higher perceived emo-
tional intelligence. Then we discussed the factors afecting PEI and 
people’s expected experience with HUE. Next, we provided the 
design implication of the combination of speech emotion recogni-
tion and emotional response generation. In particular, we ofered 
evidence from the user study that emotional response generation 
with SER, a) using empathetic and emotional interjections in re-
sponses and b) adjusting responses to praise the user, distract or 
reappraise negative stimuli, can both efectively contribute to the 
emotional intelligence of the agents. As such, we advocate consider-
ing speech emotion recognition and emotional response generation 
as an acoustically emotion awareness and responding design for 
conversational agents. 
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